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Motivation

Humans perceive, reason and act within a 3D environment. In empirical methods, however,
researchers often restrict themselves to 2D, either in using 2D content or relying on 2D
recordings for analysis, such as videos or 2D eye movements.

Regarding, e.g., multimodal deixis, we address the open question of the morphology of the
referential space (Butterworth and Itakura, 2000), For modeling the referential space of gaze
pointing, precise knowledge about the target of our participants’ visual attention is crucial. To
this ends, we developed methods to assess the location of the point of regard, which are
outlined below.

3D Tracking and Visualization

Recent technological advances allow researchers to record body and eye movements of
participants at an unmatched precision. We combined body tracking with binocular eye
tracking and developed machine learning methods to estimate in real-time the location of the

Figure 1: 3D Attention Volume depicting the visual attention on an aggregate of real
objects. The 3D locations of the fixations were estimated by measuring convergence.
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point of regard in space from positions, orientations and convergence of the eyes (Pfeiffer,
Latoschik and Wachsmuth, 2009), These methods can be used in virtual as well as in real
worlds and do not require computer-models of the targets. Analysis of the data requires little
manual effort. To support visual analysis, we developed 3D Attention Volumes (Fig. 1),
transferring the idea of 2D heatmaps to 3D space, which allow for an interactive exploration
of the distribution of attention from any perspective. We expect that these methods can
support research in other areas as well.
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Motivation

Object deixis is at the core of language and an ideal example of multimodality. Speech, gaze
and manual gestures are used by interlocutors to refer to objects in their 3D environment. The
interplay of verbal expressions and gestures during deixis is an active research topic in
linguistics as well as in human-computer interaction.

Previously, we conducted a study on manual pointing during dialogue games using state-of-
theart tracking technologies to record gestures with high spatial precision (Kranstedt,
Liicking, Pfeiffer, Rieser and Wachsmuth, 2006), To reveal strategies in manual pointing
gestures, we present an analysis of this data with a new visualization technique.

Fig. 1: The Gesture Space Volumes of the end positions of manual pointing gestures
(spheres, left: co-verbal, right: without speech) reveal different strategies for manual
pointing depending on the availability of speech.
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Method

During the study with 50 participants, about 1000 manual pointing gestures to objects located
on a real table (Fig. 1 shows a virtual model) were recorded in two settings. In one setting the
participants were allowed to speak, in the other setting they had to remain silent.

Results

Previously, we identified an increase in words when referring to distant objects, but were not
able to identify strategies used in pointing without speech. Therefore we recently developed
the new Gesture Space Volume (GSV) visualization. GSVs visualize spatial and temporal
properties of multiple gesture acts, similar as heatmaps do for gaze, but in 3D. We found that
over 60% of the participants used a successful leaning-forward strategy when pointing
without speech (Fig. 1),
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