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Abstract—To explore the benefits of scalable, interactive hand-
held Augmented Reality (AR) serious games for anatomical
terminology learning, an AR learning game for German-Latin
terminology of bone-structures and areas of the female pelvis
was developed and evaluated. The evaluation of the game with 36
midwifery students was conducted with a focus on intrinsic moti-
vation, usability and perceived usefulness of the app. The results
indicated strong effect sizes of increased perceived competence
and intrinsic motivation, and a medium effect size for increased
pressure (Intrinsic Motivation Inventory) after completing the
AR game. Furthermore, students perceived the usability of the
game as “best imaginable” (contextualization of SUS scores) and
strongly agreed that the app is very useful to them.

Index Terms—Augmented Reality, Learning, Serious Game,
Medical, Midwifery, Anatomy, Physiology, Pelvis, Bones

I. INTRODUCTION

Approaches for teaching are constantly evolving, and its
methods are improving. This is especially true in medical
education, where stakes are high and errors can have catas-
trophic consequences. Flipped classroom methodologies, self-
directed learning approaches, case-based teaching, game-based
learning, and holistic learning approaches in medical education
settings all serve the purpose of engaging students in higher-
level thinking and utilizing available time in lectures and
practical sessions as effectively and efficiently as possible.
Some Mixed Reality technologies, like Augmented Reality
(AR), offer a broad set of tools to support these approaches by
acting as a simulator, coach or even examiner during learning.
They can also motivate through gamification aspects and
improve student self-determination. That using Augmented
Reality in education can lead to improved learning outcomes
and retention, as well as to higher motivational benefits,
is already well-known and supported by several systematic
reviews and meta-analyses [1]–[3].

Although these results are promising, they are mostly
achieved using Head-Mounted Displays (HMDs), projections,
or screen-based AR, and a wide-spread curricular adoption still

has not occurred. This is partially the case because, to date,
those approaches remain challenging to scale because of cost
factors as well as the requirement for intensive onboarding
and training for both lecturers and students. Current literature
also addresses a broad range of topics, and more individual
AR learning/training interventions in specifically the medical
field are welcomed. Furthermore, the handheld Augmented
Reality approaches that exist mostly focus on aspects of 3D
visualization and exploration, with only little interactivity [4],
[5]. This, in our opinion, limits their benefits when compared
to their immersive counterparts, such as HMD-based AR or
even Virtual Reality-based approaches. Making use of AR in
medical education could be scaled significantly, by extending
the applications of Handheld AR beyond 3D visualization and
improving upon its potential benefits from engaging interactiv-
ity. Here, Bring-Your-Own-Device (BYOD) approaches could
be utilized, where students use their own smartphones for
AR-based learning instead of institutions buying and main-
taining expensive and quickly outdated immersive technology.
Arguably, these benefits do not necessarily have to be an
increase in retention of learning content when comparing the
technology directly to conventional methods such as textbook
learning or using index cards. To convince practitioners, it
would likely suffice to show that it could improve intrinsic
motivation for students to engage with historically “dry”
subjects to make its application worthwhile. And compared
to maintaining a large collection of 3D plastics, interactive
digital 3D models would actually save resources.

The contribution of this paper is two-fold: First, we develop
an interactive handheld AR game for anatomical terminology
learning in academic midwifery education, where students
not only visualize but also actively contextualize German-
Latin terminology of the regions and bone structures of the
female pelvis. In contrast to previous work, a focus is on
achieving this with a scalable, markerless AR implementation
on handheld AR devices, while still integrating embodied



interactions for a holistic learning approach. Afterwards, we
deploy the game as an optional learning intervention into
a practical “SkillsLab” session of a bachelor’s midwifery
study program. Using the BYOD methodology, we investigate
student acceptance, motivational benefits, and the games’
usability.

II. RELATED WORK

Investigating AR interventions for medical education
through a systematic literature review in 2020, Tang et al. [4]
found that the majority of available literature focuses on AR
surgery training, followed by AR anatomy training. They not
only concluded that coverage is sparse, but also, when assess-
ing the quality of the evaluations, that current findings are
insufficient to recommend adoption into educational curricula
and more research is required.

A. AR for Anatomical Education

Furthermore, while there is no literature on specifically
the female pelvis as the anatomy learning target and most
focus on rather outdated AR approaches instead of modern
techniques like handheld and head-mounted AR, secondary
literature does point towards some primary studies on AR
anatomical learning interventions in general, that are used as
a basis for our work [5], [6].

Early explorations of AR as a learning intervention for
anatomy-related topics were started in 2010. Here, Chien
et al. [7] explored the anatomical structure of the skull,
which could be decomposed and reassembled by medical
students, using screen-based AR approaches. Thomas et al. [8]
investigated the usage of a screen-based AR approach for
the human ventricular system and found their system to be
perceived as both useful and usable by the medical students
that participated in the study. An AR textbook that uses screen-
based AR for advanced visualizations of anatomical topics
such as the lower limb system by Ferrer et al. [9] showed
that AR can lead to better learning outcomes and higher
test scores compared to a control group. In a comparative
study, this AR intervention also outperformed conventional
image-based and video learning methods in terms of acquired
knowledge [10]. Ma et al. [11] explored the usability and user
perception of a screen-based AR approach for bone, organ,
and muscle visualizations, which were directly contextualized
on the bodies of medical students using a webcam. In line
with these efforts, other researchers also explored magic mirror
approaches to contextualize anatomy content learning on the
learners themselves. For example, Kugelmann et al. [12]
used a magic mirror for gross anatomy learning in first-year
medical students, which improved their perceived motivation
and learning, and Bork et al. [13] and Moro et al. [14] explored
their benefits and effectiveness for learning anatomy of organs.

In terms of handheld AR for anatomy learning, Jain et
al. [15] explored the usage of tablets to visualize the anatom-
ical structures of the human head on an AR marker. Simi-
larly, Kurniawan et al. [16] used Smartphone-based AR with
markers for the visualization of external and internal organs

and found that it helped medical students to learn human
anatomy. Jamali et al. [17] explored marker-based handheld
AR as a learning intervention for the anatomy of the human
skeletal structure and found that students were satisfied with
their prototype in terms of its usability and set of features.
Finally, Kücük et al. [18] showed that using handheld AR as
an enhancement technique for a textbook, where figures can
be enhanced to 3D AR animations through the smartphone,
can increase academic achievements and lower cognitive load
in second-year medical students.

B. Intrinsic Motivation

Games are commonly used in education as an approach
to motivate students for the learning content. Research has
shown that games can increase learning outcomes (e.g., [19]),
students’ motivation (e.g., [20]), and can foster long-term
engagement through their motivational properties [21]. As
such, games are usually designed to satisfy students’ psy-
chological needs for autonomy, competence, and relatedness.
Hence, they can increase interest and engagement through
their game mechanics and subsequently increase intrinsic
motivation in general [21]. When students are intrinsically
motivated, they feel interested, competent, and engage in an
activity autonomously, leading to overall better performance.
Extrinsic motivation, on the other hand, is controlled by out-
side factors (e.g., grades, rewards) and students are engaging
in an activity rather through obligation or feeling pressured.
This differentiation between extrinsic and intrinsic motivation
is made through the self-determination theory [22]. In general,
intrinsic motivation results in better learning outcomes and
higher affection towards the learning experience compared
to students who experience pressured learning environments,
which undermine intrinsic motivation of students [23], [24].
Intrinsic motivation can also be fostered in game environments
through providing game mechanics that support students’
autonomy, competence, and relatedness and as such they can
increase the engagement within the game environment. For
the present study, we assess whether the developed AR game
increases the intrinsic motivation of students.

III. THE PELVIS AR GAME

The Pelvis AR game that was developed for this study
is a serious game for handheld Augmented Reality devices
that allows students to interactively learn the regions and
bone structures of the female pelvis. To ensure the game’s
scalability, no additional materials or AR-Markers are needed
for its usage. During the game, students have to contextualize
German-Latin word pairs to the correct region or bone struc-
ture of a 3D model of the female pelvis. To accomplish this
task, they can either resolve the German-Latin pairing first
and then combine the correct pair with the pelvis model, or
combine the individual German and Latin pieces individually
with the 3D pelvis model. The AR component of the game
is used herein to enable embodied interactions, by requiring
users to use deliberate hand and arm movements in physical



space to pick up puzzle pieces and connect them with the
correct area or part of the pelvis.

A. Flow of the game

After reading a case-based training description, the players
complete the technical onboarding that explains the mechanics
of AR and choose if they want to receive tips by an expert
midwifery agent during the game. Then, they start the training
by placing the virtual assembly with the pelvis and all puzzle
pieces on a desk using markerless AR (see Section III-B and
Fig 1 for the “design considerations” behind the purely virtual
AR approach of the game). The game itself is split into 2
levels. In the first, the learning goal is familiarizing with
the three bone regions and their German and Latin names.
This is implemented as a labeling puzzle, where the two
corresponding names (German and Latin) have to be identified
within six pieces that are scattered around the pelvis. The
players have to literally pick up the pieces by approaching
them with the smartphone and grabbing them by the press of
a button when they are in proximity to the center of the screen,
which is signalled by a reticle. The grabbed piece then has to
be overlapped with the matching piece or the matching region,
and can be combined with both with an additional press of a
button.

Afterwards, the more comprehensive task of contextualizing
the 12 German and 12 Latin puzzle pieces for the bone-
structures has to be completed using the same process. During
the game, an optional agent, which serves as a virtual training
partner, can provide textual and auditory tips to the user. If the
app detects multiple or repeated incorrect interactions, an error
overlay can provide feedback for actions that are not possible.
After the game is completed, the app displays a summary and
performance assessment to the user. Examples of the Pelvis
AR game with a coarse training flow are visualized in Figure 1.

B. Design considerations

While the game is primarily targeted at midwifery bachelor
students as a self-directed retention opportunity for a histori-
cally unpopular “dry” subject, it can also be used by nursing
or medical students.

The idea behind it, in contrast to visualization-only ap-
proaches utilizing AR, is to use the purely virtual form of AR
for contextualized visualization purposes and its interactivity
to enable embodied interactions with the learning content by
requiring the user to actively and deliberately utilize arm- and
hand-movements in physical space to accomplish the tasks
during the game. In contrast to conventional (non-AR) mobile
serious games, in this, psychomotor learning is included into
the learning task to provide a more holistic learning expe-
rience. Or, as Lindgren et al. [25] described it, “the design
rationale is that having learners act out and physicalize the
systems, processes, relationships, etc., that they are trying to
understand [...] will create conceptual anchors from which
new knowledge can be built.” To incorporate affective learning
considerations into the learning task, an optional midwifery
agent can be activated that provides guidance and tips during

the game. Therefore, the game incorporates all three domains
of learning: cognitive, affective, and psychomotor. This should
not only gamify the historically “dry” anatomy subject, but
also increase intrinsic motivation for students to engage with
it. There is also a good body of work indicating that increased
interactivity of immersive technologies leads to improved
learning outcomes and retention [1]–[3].

Additionally, the Pelvis AR game, with its purely virtual
AR design, draws upon insights from Knierim et al. [26], who
found that tangibility in AR trainings had no significant impact
on learning outcomes and knowledge transfer, while signifi-
cantly increasing setup-times. Therefore, while we still define
it as AR, we utilize this very “VR-like” approach of purely
virtual learning content in AR and still utilize Smartphones
as the hardware choice without requiring additional physical
material. Ultimately, this should increase the scalability of the
AR intervention, enable Bring-Your-Own-Device approaches,
and increase usability because of familiarity and introduction
of very few obstacles for first-time users.

C. Technical development

From a technical perspective, the game was developed using
the open-source TrainAR framework [27] in the Unity game
engine and was deployed for Android and iOS for both mobile
devices and tablets. It is published on the Apple App Store and
the Google Play Store as part of the “Heb@AR App” [28],
a free academic midwifery AR learning app that contains
multiple AR trainings and games. In combination with the
purely virtual AR approach, this allows the utilization of
the Bring-Your-Own-Device methodology with its distinctive
benefits [29] for this study and the published game beyond it.

IV. STUDY DESIGN

The study was designed as an optional, non-controlled
cohort within-subject before-and-after learning intervention. It
was conducted during a practical “SkillsLab” tutorial session
in an academic midwifery bachelor study program. A non-
validated German translation of the Intrinsic Motivation In-
ventory [30], a validated German translation of the System
Usability Scale (SUS) by Gao et al. [31] and qualitative
feedback questionnaires were used in the pre- and post-study
questionnaires to answer the following research questions:

1) Does the interactive handheld AR game increase the
intrinsic motivation of students to engage in this anatom-
ical terminology topic compared to their previous expe-
riences with a conventional method?

2) Is the interactive handheld AR game usable by mid-
wifery students?

3) Do students perceive the game as a valuable addition
to existing learning methods? Could it potentially even
replace the conventional methods?

A. Hypothesis

Our hypothesis is that the interactive properties of the
Pelvis AR game increases students’ intrinsic motivation to
engage with the topic of anatomical terminology compared to



Fig. 1. The Pelvis AR serious game: Users are first shown a contextualized training case and are onboarded how to interact with the game. After scanning
the environment and placing the Pelvis onto a table, they have to select, pick up and combine 30 puzzle pieces (3 Latin and 3 German for the pelvis regions,
and 12 Latin and 12 German for the pelvis bone-structures) with the 3D Pelvis. An optional agent can provide additional textual/auditory tips during the
game. After the game, users are shown a summary.

conventional methods significantly. To be more specific, this
hypothesis can be split into the following three hypotheses:
H1.1: the interactive Pelvis AR game increases perceived
competence among students compared to previous experiences
in a traditional memorizing exercise. H1.2: the interactive
Pelvis AR game reduces the perceived pressure in studying
content compared to previous experiences of the students.
H1.3: the Pelvis AR game increases the intrinsic motivation of
students compared to their previous experiences. Furthermore,
as similar usability evaluations for other applications using the
TrainAR framework had promising usability evaluations [27],
[32], [33], we expect the usability of the interactive Pelvis
AR game to be excellent for the target group and to not
influence the motivational effects negatively by complicating

the interaction unnecessarily (H2). When it comes to the
students’ acceptance, we expect them to perceive interactive
handheld AR games as a useful optional addition to existing
learning methods, but indicate skepticism regarding it poten-
tially replacing conventional methods outright (H3).

B. Procedure

In a second semester practical midwifery lecture, in which
students engaged with a handheld Augmented Reality proce-
dural training for the first time, they were offered to participate
in this study after completing the lecture’s obligatory learning
content. After scanning a QR code, participants first completed
a pre-study survey on their smartphone. Here, they were
asked for their consent, a demographic questionnaire, their



TABLE I
RESULTS OF THE THREE INDEPENDENT SAMPLES T-TEST EXAMINING THE CHANGE OF THE MOTIVATIONAL VARIABLES OF THE PERCEIVED

COMPETENCE, PRESSURE/TENSION AND INTRINSIC MOTIVATION OF THE IMI [30] BEFORE AND AFTER PLAYING THE PELVIS AR GAME.

Parameter Pre-Test Post-Test t(31) p Cohen’s d
M SD M SD

Perceived Competence 4.61 1.09 5.34 0.89 -4.56 <0.001 - 0.81
Pressure / Tension 2.83 1.35 3.43 0.57 -2.64 0.01 - 0.47
Intrinsic Motivation 4.60 1.22 5.50 0.63 -3.94 <0.001 - 0.67

experience with Latin and AR technology and the Intrinsic
Motivation Inventory (IMI) [30] in relation to their conven-
tional learning approach for anatomical terminology learning.
Subsequently, students completed the AR Pelvis game, either
through their own smartphones by downloading and then
completing the game, or by using institutional smartphones
that were made available to them. Finally, participants were
asked to complete the post-study survey, where they answered
the System Usability Scale, the Intrinsic Motivation Inventory
on the Pelvis AR game, and qualitative questions on the
perceived usefulness of the game. Participants completed the
game independently and were not helped during the game. An
experimenter was available in case of technical difficulties, and
a midwifery professor was available in case of subject-related
questions. Due to time and space constraints during the lecture,
some participants had to complete the Pelvis AR game before
filling out the pre-study survey.

V. RESULTS

The experiment was carried out with 36 primary qualifying
midwifery bachelor students aged between 18 and 40, with
an average age of 21.81 (SD = 4.52). All participants were
female. Out of the 36 participants, 8 had the advanced Latin
certificate (German: “Großes Latinum”), 4 had the interme-
diate Latin certificate (German: “Kleines Latinum”) and the
24 remaining participants had no formal Latin certification.
When asked how much experience they had with Augmented
Reality, 33 participants reported having no experience with
the technology, and 3 participants reported having very little
experience.

While participation in the study was optional, it was at-
tached to a practical “SkillsLab” training session of their
curriculum, and students were not compensated for their par-
ticipation. All participants in the study successfully completed
the Pelvis AR learning game. 33 participants completed it on
Apple iPhones, ranging from the iPhone 8, over the iPhone SE
to the iPhone 12 Pro. Of the remaining participants, 2 used
Android smartphones and 1 participant used an Android tablet
to participate in the study.

A. Intrinsic Motivation

To measure the motivation of students, the three subscales
interest, perceived competence, and pressure/tension of the
IMI [30] were administered before and after the intervention.
Hereby, 7-Point Likert Scales ranging from “strongly disagree”
to “strongly agree” were utilized. For all three subscales,

the Cronbach’s alpha indicated sufficient internal consistency,
ranging from α = 0.77 to α = 0.92. Additionally, for check-
ing the differences between the pre- and post-measure, the
assumption for normality was satisfied and therefore three
paired t-tests were conducted using SPSS. To control for Type
I error, a stricter p-value based on the Bonferroni correction
(p = 0.017) was applied.

The results are displayed in Table I and show significant
changes for all three subscales between the pre- and post-test.
Perceived competence increased significantly after playing the
Pelvis AR game compared to the students’ previous experi-
ences with traditional memorizing approaches t(31) = -4.56,
p = <0.001. Moreover, also the perceived pressure/tension
increased significantly after playing the Pelvis AR game t(31)
= -2.64, p = 0.01. Finally, the result of the paired t-test
shows that students’ intrinsic motivation increased after the
intervention (M = 5.50, SD = 0.63) compared to before the
intervention (M = 4.60, SD = 1.22). This difference was
highly significant t(31) = -3.94, p = <0.001. Both perceived
competence (d = -0.81) and intrinsic motivation (d = -0.70)
represented strong effect sizes, whereas the differences in
pressure/tension represented a medium effect size of d = -
0.47. The negative effect sizes indicate that the mean scores
for all three subscales increased in the post measurement.

B. Perceived Usability

Calculating the results of the SUS [34] using the System
Usability Scale Analysis Toolkit [38], revealed a SUS study
score of 84.79 (SD = 13.51) with a minimum score of
55, a maximum score of 100 and a median score of 90.
This SUS study score is considered an “Acceptable” usability
according to Bangor et al. (2008) [34], would be graded an
“A” on the empirical grading scale by Sauro et al. [35] and
categorized as “Best Imaginable” usability when described
using adjectives, according to Bangor et al. (2009) [36] (see
Fig. 2, left). With a sample size of 36 participants, this result
is 100% conclusive according to Tullis et al. [37] (see Fig. 2,
upper right). Furthermore, when normalizing the 10 individual
question scores (Question 1: “I think that I would like to use
this product frequently.”, Question 2: “I found the product
unnecessarily complex.”, Question 3: “I thought this product
was easy to use.”, Question 4: “I think that I would need the
support of a technical person to be able to use this product.”,
Question 5: “I found the various functions in this product were
well integrated.”, Question 6: “I thought there was too much
inconsistency in this product.”, Question 7: “I would imagine



Fig. 2. The individual SUS scores as data points, the SUS study score as a box plot and the SUS contextualization scales: “Adjective Scale” [34], “Grade
Scale” [35] and “Acceptability Scale” [36] for their interpretation (left). The conclusiveness percentage of the SUS study score based on the number of
participants [37] (upper right) and the average contribution of each individual question of the SUS questionnaire [31] towards the SUS study score (lower
right). Source: Plotted with the SUS Analysis Toolkit [38].

that most people would learn to use this product very quickly.”,
Question 8: “I found this product very awkward to use.”,
Question 9: “I felt very confident using this product”, Question
10: “I needed to learn a lot of things before I could get going
with this product.”) to their average contribution towards the
SUS study score according to Blattgerste et al. [38], there were
no distinctive insights or deviations stemming from individual
questions (see Fig. 2, lower right).

A one-way ANOVA revealed no statistical differences of
perceived usability in form of SUS scores as a result of pre-
existing latin certification, F (2, 33) = 1.915, p = 0.163.

C. Qualitative Feedback

Finally, to gather additional feedback on the perceived
usefulness of the Pelvis AR game, we asked participants how
much they agree with two statements on 7-Point Likert Scales
and provide the reasoning for their answer.

When asked how much the participants agreed with the
statement “I think the Pelvis AR training would help me learn
the pelvic bones and pelvic spaces.”, an average Likert scale
value of 6.389 (SD = 1.231) was reported. This would indicate
that the participants strongly agree with this statement. When

asked for their reasoning, 14 participants provided no answer.
Out of the remaining 22 participants, 8 indicated that they
especially liked the 3D visualization as it would be particularly
helpful for them to “envision the pelvis model spatially, as
opposed to on paper”. Additionally, 8 participants expressed
their agreement with the concept of “active” learning in terms
of naming and memorizing the parts and repeated correction
in case of errors. One participant stated that the game would
“make learning easier” and “have a long-term effect”. Fur-
thermore, three participants explained the perceived benefits
mainly in connection with the fun and “playful” aspects of the
game, which they expect to lead to “higher motivation” and
the possibility of “using the game at home”. Two participants
stated that they had already acquired the knowledge through
the conventional learning methods “books and index cards”
or by using a “pelvis model” and the game would therefore
not be helpful. Another participant stated that “the app is only
useful with previous knowledge”.

Subsequently, we asked how much participants agreed with
the statement “I would rather use the Pelvis AR training
instead of learning the pelvic bones and pelvic spaces the
conventional way.” and reported a Likert scale value of 5.222



(SD = 1.669), which would indicate that they agree with
the statement. Sixteen participants provided no reasoning for
their answer. Of the remaining participants, six noted that
the advantage of training stems from the combination of
realistic visualizations, which make it easier to “mentally
associate and remember terms” compared to conventional
learning methods. In this context, one of them pointed out that
it is “less theoretical” (likely meaning less “dry” as a subject),
which would “increase motivation” for her. Another participant
mentioned that the advantage of this learning method is
that it is “more convenient” when learning on the go. Two
participants explained their reasoning for preferring the Pelvis
AR game, with “it is more fun” and “exciting learning”. The
remaining participants were more critical. Two of them stated
that they believe traditional learning methods to be “just as
effective”. In line with this perspective, five participants see
“mixing” their traditional learning with the Pelvis AR game as
promising so that the scenario rather serves “as a supplement”
or complementary to “consolidate knowledge”. One of the
participants stated that although this learning method would
not help her “learning the Latin terms”, it would still help her
in learning to contextualize the terminology onto the correct
bones-structures and areas. Finally, two participants stated that
they would prefer traditional learning methods because they
did not appreciate “technical learning methods” and there is
no possibility to “physically interact” with the Pelvis model.

Finally, when asked if participants had further feedback,
notes or suggestions, three participants emphasized the mean-
ingfulness of the “training” and thanked the developers. One
participant noted that she had a lot of fun during the game.

VI. DISCUSSION

While this study is exploratory in nature and part of a larger
evaluation of the “Heb@AR App” [28] for midwives, several
insights can be gathered from these results independently.

As expected, the Pelvis AR game increased the perceived
competence (H1.1) and intrinsic motivation (H1.3) of the
students compared to their previous experience with tradi-
tional methods. This is in line with previous research [1]–
[3]. Perceived competence is theorized to support the overall
intrinsic motivation [23], this could even elicit the measured
result. Interestingly, hypothesis 1.2 had to be dismissed, since
perceived pressure/tension increased after using the Pelvis AR
game. There are multiple potential explanations for this result.
On the one hand, this could have been a novelty effect, as the
students were very inexperienced with AR in general and used
the game for the first time. But arguably this should also have
then been visible in the perceived usability, which was not evi-
dent in the results of the SUS. On the other hand, and the most
likely explanation, this could have been caused by the game
actually requiring one to contextualize all pieces successfully
to complete the game’s levels. This likely not only creates
the immediate pressure of connecting every piece correctly
to complete the game, but also the pressure of questioning
how well the knowledge was actually previously acquired, as
there was no validation method for the conventional learning

method. There could also have been pressures created by this
being part of a lecture with other students present, or the time
constraints. Moreover, compared to the other two subscales,
the difference in perceived pressure was smaller, although still
significant. In general, the results indicate that the interactive
handheld Pelvis AR Game increased the overall motivation
of students through their perceived competence and intrinsic
motivation scores significantly compared to the conventional
learning methods they previously used (Q1).

The Pelvis AR game was not only usable by midwifery
students, but achieved exceptionally high perceived usability
scores compared to other immersive technologies and the high-
est recorded SUS study scores compared to other AR learning
games and trainings using the TrainAR framework [27], [32],
[33], answering Q2 with a clear yes. This is partially explained
by the technical maturity of the framework and game at the
time of this intervention but also by the fact that, compared to
more complex procedural trainings with several interactions,
the game could be completed with the same interaction of
“combining” two objects that had to be repeated multiple
times. Those usability scores were achieved despite the fact
that the participants had virtually no previous AR experi-
ence. Additionally, pre-existing Latin certification, or the lack
thereof, did not influence the usability of the Pelvis AR game.
While this is to be expected, this indicates the learning content
was successfully separated from the interaction metaphors
of the game and the game is usable regardless of Latin
knowledge, as desired.

Answering Q3, the qualitative feedback indicated that stu-
dents perceived the interactive handheld AR game as a valu-
able addition to existing learning approaches, which was in
line with our expectations (H3). When looking at the Likert
scale value alone, participants seemed to be less critical of the
Pelvis AR game that replaces conventional learning methods
than expected. Looking at the qualitative feedback though,
they did indicate that they would prefer a mix of both the
conventional method and the Pelvis AR game, indicating
that our statement might not have been clear enough and
the results of the second qualitative statement have to be
interpreted with caution. Notably, participants also focused
on the “visualization” benefits of the game more often than
on the “interactivity” and “fun” aspects in their qualitative
feedback, which we perceived as the more important benefit
in incorporating cognitive, affective, and psychomotor learning
holistically. This, however, could also be a novelty effect
as the visual aspects of AR are deviating the most from
conventional methods and known forms of interactions with
learning content, e.g., through smartphone apps or web-based
trainings. Finally, while the engagement with the optional
qualitative questions was relatively low, we believe this was no
indication of little involvement in the study or disinterest in the
Pelvis AR game, but rather caused by time-pressures during
the testing in actual curricular usage and some participants
filling out the questionnaire forms on Smartphones.

Combining the qualitative feedback on the perceived use-
fulness with the objective results of increased overall intrinsic



motivation gathered through the IMI and contextualizing this
with the perceived usability results of the SUS, we can
discuss the results from the technology acceptance perspective.
Although we do not directly apply the technology acceptance
model by Davis et al. [39], it is clear that both usefulness
and usability are satisfactory and students accept the Pelvis
game as a learning intervention and, consequently, should form
a behavioral intention to utilize it. This alone indicates that
this interactive handheld AR game is an effective interven-
tion, regardless of comparative learning benefits compared to
conventional methods, as we expect it to motivate students
to engage with the subject. While the AR learning benefits
we found in this study are in line with previous work, this
result adds to the literature in several ways: Scalable, cost-
effective handheld AR devices can be utilized with BYOD
approaches to achieve these results, optional anatomy learning
interventions can be successfully applied in academic mid-
wifery education and students can and want to independently
use them, which should improve their self-determination.

Finally, the Pelvis AR game provides additional evidence,
in line with previous work [33], that the TrainAR framework
by Blattgerste et al. [27], originally envisioned as a framework
for scalable procedural AR trainings, can also be applied to
interactive non-procedural learning games as effective learning
interventions.

A. Limitations & Future Work

This study provides valuable insights into the largely un-
explored research field of motivational benefits of handheld
AR applications for self-determined learning, and promising
significant increases were found in terms of motivation in the
study. However, the results are only a first exploration of the
potential motivational benefits of AR games for anatomy learn-
ing and beyond. Thus, the results are considered preliminary,
and we encourage replication. Generalizations should be made
with caution and larger scale studies are needed, especially
comparing these effects with a control group.

Moreover, while we argue that motivational benefits alone
justify the usefulness and effectiveness of the learning in-
tervention, showing that the Pelvis game is more effective
and efficient in terms of learning outcomes in comparative
studies would likely strengthen the contribution and should
be investigated in future work. While, based on previous
work, we theorize and strongly expect comparative learning
benefits from the interactivity of the AR game based on the
more holistic learning approach, this still has to be shown
empirically. We support large-scale studies from educators on
this topic by making the game publicly available as part of
the “Heb@AR App” [28] in all relevant app stores.

Furthermore, while we were able to show motivational
benefits when applying the intervention to first-time users,
there could be an uncontrolled novelty effect on motivation,
and it could decrease with familiarity during actual curricular
usage over time [3].

As the results are promising, and the limitations largely
require longer-term actual usage data, we are currently work-

ing on sophisticated tracking and in-app self-reporting mecha-
nisms that can be integrated into the game to analyze learning
benefits, progress, and actual usage frequency to get further
insights.

VII. CONCLUSION

In this work, the Pelvis AR game is presented and evaluated
with its design considerations. It is a scalable, interactive
handheld AR game for midwifery students that allows self-
determined learning of the bone structures and areas of
the female pelvis and is available as part of a midwifery
training app in the Android and iOS App Stores, called the
“Heb@AR App” [28]. The game was evaluated in terms of
its motivational benefits, perceived usability, and perceived
usefulness. Participants of the voluntary learning intervention
showed increased perceived competence, intrinsic motivation,
but also increased pressure/tension after playing the game.
Furthermore, they indicated that the game had exceptional
usability and stated that they perceived the game as a useful
complementary learning tool.

While designed and evaluated for the specific learning
intervention of the female pelvis, the design considerations
and insights should be applicable to a broad range of anatomy
learning topics in the medical context, and beyond that to other
vocabulary or technical terminology learning contexts.
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